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1. What	is	Visualization?
2. Visualize	patches	that	maximally	activate	

neurons
3. Visualize	the	weights
4. Gradient	based	approaches
5. Optimization	based	approach

1. Adversarial	and	Rubbish	examples
2. Evolutionary	approach
3. Gradient	based	approaches
4. Adversarial	training
5. Transferability
6. Universal	Adversarial	Perturbations
7. Why	are	neural	networks	easily	fooled?
8. Proposed	Solutions	for	adversarial	attack



• What	is	Visualization?
• Visualize	patches	that	maximally	activate	neurons
• Visualize	the	weights
• Gradient	based	approaches
• Optimization	based	approach

Outline	- Visualization
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What	is		visualization?

Mapping	between	a	neuron	in	a	layer	to	the	features	in	
the	image.
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Input	Image
(227	x	227	x	3)

Filters/Weights/Kernels
(eg:	96	,	11	x	11	x	3)

Feature	Maps	
(227	x	227	x	96)

Activations

Neuron	(Each	
small	square)

Max	Pool	Layer

Background	Check!	
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What	is		visualization?

Mapping	between	a	neuron	in	a	layer	to	the	features	in	the	
original	image.

Backpropagation	:	How	does	the	loss	change	with	weights?

Visualization	:	How	does	the	activation	of	a	particular	neuron	
change	when	we	change	a	part	in	the	image?
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Why	visualization?

• Understand	how	and	why	neural	networks	work
• Observe	the	evolution	of	features	during	training	
• Aid	the	development	of	better	models	(rather	than	
just	trial-and-error)

• Diagnose	potential	problems	with	the	model
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• What	is	Visualization?
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Outline	- Visualization
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Rich	feature	hierarchies	for	accurate	object	detection	and	semantic	segmentation	– Girshick,	et	al	- 2013

Visualize	patches	that	maximally	activate	neurons
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Rich	feature	hierarchies	for	accurate	object	detection	and	semantic	segmentation	– Girshick,	et	al	- 2013

Visualize	patches	that	maximally	activate	neurons
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Visualize	patches	that	maximally	activate	neurons

11



• What	is	Visualization?
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CS-231N	Stanford	- A.	Karpathy - 2016

Visualize	the	weights
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CS-231N	Stanford	- A.	Karpathy - 2016

Only	possible	for	the	first	layer	L

Visualize	the	weights
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• What	is	Visualization?
• Visualize	patches	that	maximally	activate	neurons
• Visualize	the	weights
• Gradient	based	approaches
• Optimization	based	approach

Outline	- Visualization
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CS-231N	Stanford	- A.	Karpathy - 2016

Gradient	based	approaches Q	:	How	can	we	compute
the	gradient	of	an	arbitrary	
neuron	w.r.t the	image?
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CS-231N	Stanford	- A.	Karpathy - 2016

Gradient	based	approaches

1. Input	the	image	into	the	net
2. Pick	a	layer,	set	the	gradient there	to	be	all	0

except	for	one	1	for	some	neuron	of	interest	
3. “Map	it”	back	to	the	image	
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Striving	for	Simplicity:	The	all	convolutional	net	- Springenberg,	et	al.	- 2015

Gradient	based	approaches	- “Map	back”
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Gradient	based	approaches	- “Map	back”

Striving	for	Simplicity:	The	all	convolutional	net	- Springenberg,	et	al.	- 2015 19



Striving	for	Simplicity:	The	all	convolutional	net	- Springenberg,	et	al.	- 2015

Gradient	based	approaches	- “Map	back”
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Striving	for	Simplicity:	The	all	convolutional	net	- Springenberg,	et	al.	- 2015

Gradient	based	approaches	- “Map	back”
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Deconvnet !



Matthew	D.	Zeiler,	Rob	Fergus	Visualizing	and	Understanding	Convolutional	Networks,	ECCV	2014

Visualizing	the	neurons	along	
the	way	to	the	top
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Choose	a	target	neuron

Input	the	images	1	by	1	

Select	the	top	9	images	that	have	the	highest	
activation	for	that	neuron

Cluster	those	images	together

Map	back	from	that	neuron	and	create	a	“back-
pass	map”



Visualizing	the	neurons	along	the	way	to	the	top
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What	features	are	being	captured	
from	these	pictures?
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29Matthew	D.	Zeiler,	Rob	Fergus	Visualizing	and	Understanding	Convolutional	Networks,	ECCV	2014



• What	is	Visualization?
• Visualize	patches	that	maximally	activate	neurons
• Visualize	the	weights
• Gradient	based	approaches
• Optimization	based	approach

Outline	- Visualization
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Optimization	Approach

Score	for	class	c	before	softmax Regularization	term
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Can	we	find	an	image	that	increases	
some	class	score?



Optimization	Approach	- Algorithm

Start	with	zero	image
Repeat:
Feed	image	forward
Set	the	gradient	of	the	scores’	vector	to	be	[0,0,....1,....,0]
Backward	pass	the	gradients	to	the	image	
Update	image	(add	regularization	to	avoid	large	updates)
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Optimization	Approach	- Examples

33Deep	Inside	Convolutional	Networks:	Visualising Image	Classification	Models	and	Saliency	MapsKaren Simonyan et	al		2014



Deep	Inside	Convolutional	Networks:	Visualising Image	Classification	Models	and	Saliency	MapsKaren Simonyan et	al		2014

Optimization	Approach	- Examples
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Visualizing	Intermediate	Layers
Smaller	receptive	field

Understanding	Neural	Networks	Through	Deep	Visualization,	Yosinski et	al.	- 2015] 35



Understanding	Neural	Networks	Through	Deep	Visualization,	Yosinski et	al.	- 2015]

Visualizing	Intermediate	Layers
Large	receptive	field
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What	if	we	map	back	the	gradients	onto	the	original	
image?
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What	if	we	map	back	the	gradients	onto	the	original	
image?

38Deep	Dream	Google



What	if	we	map	back	the	gradients	onto	the	original	
image?
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Deep	Dream	Google

What	if	we	map	back	the	gradients	onto	the	original	image?
Deep	Dream	Grocery	Store
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Q:	What	is	the	difference	between	the	gradient	approach	and	the	
optimization	approach	for	visualization?



Intriguing	properties	of	neural	networks,	Szegedy et	al.	- 2013

Adversarial	Examples

K	(X	+	v)	!=	K	(X),
where	K is	a	classifier,	X is	input	image,	v is	perturbation.

Correct WrongPerturbation Correct WrongPerturbation



gizmodo.com &	survivopedia.com &	theguardian.com

Why	care	about	adversarial	examples?
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Why	care	about	adversarial	examples?



extremetech.com & johndayautomotivelectronics.com &	kingstonmouth.com &	primecompetence.com

Why	care	about	adversarial	examples?

Biometrics Autonomous	Driving

Speech	RecognitionSecurity	Guard	Robot

“Build	safe,	widely	distributed	AI.”	
-- OpenAI
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8. Proposed	Solutions	for	adversarial	attack
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Adversarial	and	Rubbish	examples
Adversarial
• corrupt	an	existing	natural	image

Rubbish
• noisy	meaningless	pictures	that	achieve	high	
confidence	classification

Deep	Neural	Networks	are	Easily	Fooled:	High	Confidence	Predictions	for	Unrecognizable	Images	- Nguyen,	et	al	- 2014
Intriguing	properties	of	neural	networks,	Szegedy et	al.	- 2013

Correct WrongPerturbation



Outline	–Adversarial	Examples

1. Adversarial	and	Rubbish	examples
2. Evolutionary	approach
3. Gradient	based	approaches
4. Adversarial	training
5. Transferability
6. Universal	Adversarial	Perturbations
7. Why	are	neural	networks	easily	fooled?
8. Proposed	Solutions	for	adversarial	attack



Evolutionary	Approach

Deep	Neural	Networks	are	Easily	Fooled:	High	Confidence	Predictions	for	Unrecognizable	Images	- Nguyen,	et	al	- 2014



Rubbish	examples	by	evolutionary	approach

Deep	Neural	Networks	are	Easily	Fooled:	High	Confidence	Predictions	for	Unrecognizable	Images	- Nguyen,	et	al	- 2014



Q:	How	can	we	change	the	image	to	fool	the	classifier?
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Deep	Inside	Convolutional	Networks	Visualising Image	Classification	Models	and	Saliency	Maps	– Simonyan et	al	- 2013

Gradient-based	approaches for	visualization

Score	of	class	c	given	input	image

Input	image

Regularization	term



Gradient-based	approaches for	visualization
adversarial	examples

1. Let	Sc(I)	have	high	score	for	input	I
2. We	maximize	the	- Sc (I +	noise) w.r.t noise
3. and	penalize	the L2-norm of	noise.
4. We	get	a	new	image X	=	 (I +	noise)

Adversarial	examples:

Visualization:

Deep	Inside	Convolutional	Networks	Visualising Image	Classification	Models	and	Saliency	Maps	– Simonyan et	al	- 2013



Fast	Gradient	Sign	Method

adversarial	perturbation

Score	of	label	ytrue,	given	input	image	X

Explaining	and	Harnessing	Adversarial	Examples	- Goodfellow,	et	al	- 2014
Adversarial	examples	in	the	physical	world	- Kurakin,	et	al	- 2016



Explaining	and	Harnessing	Adversarial	Examples	- Goodfellow,	et	al	- 2014

adversarial	perturbation“panda”“gibbon”

Fast	Gradient	Sign	Method

Adversarial	examples	in	the	physical	world	- Kurakin,	et	al	- 2016



adversarial	perturbation

Fast	Gradient	Sign	Method

Explaining	and	Harnessing	Adversarial	Examples	- Goodfellow,	et	al	- 2014

“panda”“gibbon”
Adversarial	examples	in	the	physical	world	- Kurakin,	et	al	- 2016



Gradients-based	Methods

• Fast	Gradient	Sign	Method:

• Iterative Gradient	Sign	Method

Iteratively	repeat

Adversarial	examples	in	the	physical	world	- Kurakin,	et	al	- 2016



Gradients-based	Methods

• Fast	Gradient	Sign	Method:

• Iterative Gradient	Sign	Method

• Iterative	Least-likely	Class	Method

Adversarial	examples	in	the	physical	world	- Kurakin,	et	al	- 2016



Visual	Comparison	of	Gradients-based	Methods

Fast	Gradient	Sign

Iterative	LL-Class Gradient	SignIterative Gradient	Sign

Natural	Image

Adversarial	examples	in	the	physical	world	- Kurakin,	et	al	- 2016
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Adversarial	Training

Training	Target Adversarial	regularizer

Q:	How	can	we	use	adversarial	examples	to	train	a	robust	network?	

Adversarial	examples	in	the	physical	world	- Kurakin,	et	al	- 2016

A:	Train	it	both	on	natural	images	and	constructed	adversarial	images.



Adversarial	Training

Training	Target Adversarial	regularizer

For	natural	images,	error	rate	drops	from	0.94%	 to	0.84%	on	mnist.
For	adversarial	images,	error	rate	drops	from	89.4% to	17.9%	on	mnist.

How	can	we	use	adversarial	examples	to	train	a	robust	network?	

Adversarial	examples	in	the	physical	world	- Kurakin,	et	al	- 2016
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How	much	information	do	we	need	to	fool	a	neural	net?

Model	weights Have	full	access	to	model	weights

Architecture Know	what	the	model	looks	like

Training	data Know	what	training	dataset	was	used

Oracle/black	box Query	model	with	input	X,	get	label	Y



You have	
lettuce	in
your	teeth

https://www.youtube.com/watch?v=vM5C4nHUQDs

Black	box	example	– what	we	hear



Buy	me	a	
diamond	

ring

To	order	it,	
tell	me	your	
voice	code

https://www.youtube.com/watch?v=vM5C4nHUQDs

Black	box	example	– what	we	hear



https://www.cs.toronto.edu/~frossard/post/vgg16/
http://johnloeber.com/docs/kmeans.html

Transferability	scenarios

Cross	training-set	generalization

• Same	architecture,	different	
training	set

Cross	model	generalization

• Different	architecture,	same	
training	set



Intriguing	properties	of	neural	networks	- Szegedy et	al	- 2013

Generalization	error	rates



Intriguing	properties	of	neural	networks	- Szegedy et	al	- 2013

Generalization	error	rates



Intriguing	properties	of	neural	networks	- Szegedy et	al	- 2013

This	is	a	very	inefficient	process



Q:	what	is	the	missing	transferability	property?

Intriguing	properties	of	neural	networks	- Szegedy et	al	- 2013

This	is	a	very	inefficient	process
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Universal	Adversarial	Perturbations	– Moosavi-Dezfooli et	al	- 2016

Universal	Adversarial	Perturbations



• Random	noise
• Easy	to	compute
• Needs	high	norm	to	be	effective
• Obvious	to	human

• Sum	of	all	adversarial	perturbations	over	X
• Less	obvious
• Components	known	to	be	effective
• Very	expensive	(compute	|X|	times)

• Universal	Adversarial	Perturbations	(new	method)
• Adaptively	expensive	(compute	for	a	subset	of	X)
• Very	subtle

Universal	Adversarial	Perturbations	– Moosavi-Dezfooli et	al	- 2016

Candidate	universal	perturbations



Intuition:
1. Start	with	v	=	0
2. If	(Xi +	v) is	misclassified,	skip	to	Xi+1

3. Find	minimum	perturbation	Δv that	
takes	Xi + v	+ Δv	to	another	class

4. Update	v	=	v	+	Δv
5. Repeat	with	Xi+1

Universal	Adversarial	Perturbations	– Moosavi-Dezfooli et	al	- 2016

Algorithm



Universal	Adversarial	Perturbations	– Moosavi-Dezfooli et	al	- 2016

Sample	universal	perturbations



Cross-model	universality

Universal	Adversarial	Perturbations	– Moosavi-Dezfooli et	al	- 2016

Fooling	rate	when	computing	a	perturbation	for	one	model	(rows)	and	testing	it	on	others	(columns)
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Models	are	too	linear
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• Use	a	rectified	polynomial	as	the	activation

Dense	Associative	Memory	is	Robust	to	Adversarial	Inputs - Dmitri	Kotrov,	John	J	Hopfield	- 2017

Proposed	solution:	highly	non-linear	models



Dense	Associative	Memory	is	Robust	to	Adversarial	Inputs - Dmitri	Kotrov,	John	J	Hopfield	- 2017

Robustness	against	Adversarial	Examples



Dense	Associative	Memory	is	Robust	to	Adversarial	Inputs - Dmitri	Kotrov,	John	J	Hopfield	- 2017

Fooling	Rate



Summary
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ExamplesVisualization

88

üWhat	is	Visualization?
ü Visualize	patches	that	maximally	activate	neurons
ü Visualize	the	weights
ü Gradient	based	approaches
ü Optimization	based	approach
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Future	of	DL/AI


