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Motivation

Textto-Speech

Accessibility features for people with little to no vision, or people in situations where they cannot
look at a screen or other textual source

Natural language interfaces for a more fluid and natural way to interact with computers
Voice Assistants (Siri, etc.), GPS, Screen Readers, Automated telephony systems

Automatic Speech Recognition
Again, natural language interfaces

Alternative input medium for accessibility purposes
Voice Assistants (Siri, etc.), Automated telephony systems, Heselphone control in the car

Music Generation
Mostly for fun

Possible applications in music production software




Outline

Automatic Speech Recognition (ASR)
Deep models with HMMs

Connectionist Temporal Classification (CTC)
Attention based models

Text to Speech (TTS)
WaveNet

DeepVoice
Tacotron

Bonus: Music Generation
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Automatic Speech
Recognition (ASR)




Outline

History of Automatic Speech Recognition

Hidden Markov Model (HMM) based Automatic Speech Recognition
Gaussian mixture models with HMMs
Deep models with HMMs

Endto-End Deep Models based Automatic Speech Recognition
Connectionist Temporal Classification (CTC)
Attention based models




History of Automatic Speech Recognition

Early 1970s: Dynamic Time Warping (DTW) to handle time variability
Distance measure for spectral variability

Utterance 1

Utterance 2

http://publications.csail.mit.edu/abstracts/abstractsO6/malex/seg_dtw.jp



History of Automatic Speech Recognition

Mid-Late 1970s: Hidden Markov Models (HMMsfatistical models of spectral variations, for
discrete speech.

Mid 1980s: HMMs become the dominant technique for all ASR
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http://hts.sp.nitech.ac.jp/archives/2.3/HTS_Slides.zip



History of Automatic Speech Recognition

1990s: Large vocabulary continuous dictation /7 Transition Probabilities
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George E. Dahl, et al. Conté¢pendent Prelrained Deep Neural Networks for Latgecabulary Speech Recognition. IEEE Tramso ASpeech & Language Processing, 20



Aim of Automatic Speech Recognition

Find the most likely sentence (word sequenge)which transcribes the speectudio=:

T AOCILA@D AOC AT 7
r r

Acousticmodel 0 (=|57 )
Language model ¢

Training find parameters for acoustic and languagedel separately
Speech Corpus: speech waveform and huraanotated transcriptions
Language model: with extra data (prefer dakpressiongorpus for spontaneous speech)




Language model

Language model is a probabilistic model used to
Guide the search algorithm (predict next word given history)

Disambiguate between phrases which are acoustically similar
Great wine vs Grey twine target word

It assigns probability to a sequence of tokens to be fir output kelihood
recognized

N-gram modeb (0 [0 b)Y FEE D )

Recurrent neural network

hidden state

input embedding

input word

"Wh at"

"the" "problem”

nisn nth en

Recurrent neural network based Language model

http://torch.ch/blog/2016/07/25/nce.html



Architecture of Speech Recognition
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Decoding In Speech Recognition

States

Wordl|

88888888488 8888 §H8HHY

Find most likely word sequence of audio input

Word4

Word3

Word2

Bigram

Language Model

P(cat | and)

Word Models Word Ends
and

but

Time >

Without language models

P(but | cat)

P(cat | cat)

ONONO,
ONONO

With language models

https://www.inf.ed.ac.uk/teaching/courses/asr/20112/asrsearchnup4.pdf



Architecture of Speech Recognition
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Architecture of Speech Recognition
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Feature Extraction

Rawwaveformsare transformed into a sequence of feature vectors using signal
processingapproaches

Time domain to frequency domain ‘
!
Feature extraction is a deterministic process IH f‘ M” F‘ M h\ ﬂ | M‘l/ MI M*" }'1\ l\
betp 1 oo A M W i 'M’ i |

Reducanformation rate but keep useful informatio A g ;

Remove noise and other irrelevant information '——|
Extracted in 25ms windows and shifted with 10m:s l |

L

Still useful for deep models B e

FRAME
SHIFT
10 ms

FRAME SIZE
25ms

http://www2.cmpe.boun.edu.tr/courses/cmpe362/spring2014/files/projects/MFCC%20Feature%20EXxtractio



Different Level Features

Time Domain

Waveform ; |G *’M‘*‘ |

Spectrogram X Better for deep models

| |
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http://music.ece.drexel.edu/research/voicelD/researchday20(



Architecture of Speech Recognition
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| exical model

Lexical modelling forms the bridge between the acoustic and language models

Prior knowledge of language

Mappingbetween words and the acoustic units (phoneme is most common)

Deterministic Probabilistic
tah maatow tah maatow 0.45
TOMATO TOMATO
tah meytow tah meytow 0.55
kah v erah jh k ah v er ah jh 0.65
COVERAG _ COVERAG _
kahvrahjh kahvrahjh 0.35




GMM-HMM In SpeecRecognition

GMMs:Gaussian Mixturdodels
HMMs:Hidden Markov Models
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GMM-HMM In SpeecRecognition
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HMMs:Hidden Markov Models
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Hidden Markowlodels

The Markov chain whose state sequence is unknown

A, A A3

& : State transition probability

b, (0,) : Output probability a, a,;
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Context Dependent Model
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Context Dependent Model

Phoneme : _ In English
sequence| Saclpariwakaranal iMonophone: 46
#Biphone 2116
#Triphone 97336
s-a-Cl p-a-r n-a-i

B9 || BB4E. |+ | HHE-

Context-dependent HMMs

http://hts.sp.nitech.ac.jp/archives/2.3/HTS_Slides.z




Decision Tredased State Clustering

Each state separated automatically by the optimum question
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http://hts.sp.nitech.ac.jp/archives/2.3/HTS_Slides.z



GMM-HMM In SpeecRecognition

GMMs:Gaussian Mixturdodels
HMMs:Hidden Markov Models
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Gaussian Mixture Models

Output probability is modeled by Gaussian
mixture models
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http://hts.sp.nitech.ac.jp/archives/2.3/HTS_Slides.z




GMM-HMM In SpeecRecognition
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DNNHMM In SpeecRecognition

DNN: DeepNeural Networks
HMMs:Hidden Markov Models
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Ingredients for Deep Learning

Acoustic features
Frequency domain features extracted from waveform

10ms interval between frames
~40 dimensions for each frame

State alignments
Tiedstate of contextddependent HMMs

Mapping between acoustic features and states




DNNHMM In SpeecRecognition

DNN: DeepNeural Networks
HMMs:Hidden Markov Models
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Deep Models iiMM-based ASR

Classify acoustic features for state labels

Takesoftmaxoutput as a posteriob (i 0 ¢r0)Q 0(A e )
Work as output probability in HMM
) - |a)

O(Al= )0 ©
O A

where0 A is the prior probability for states




Fully Connected Networks

Features including 2 X 5 neighboring frames
1D convolution with kernel size 11

Classify 9,304 tied states
7 hidden layers X 2048 units with sigmoid activation

G. Hinton, et al. Deep Neural Networks for Acoustic Modeling in Speech Recognition. Signal Processing Magazine




Fully Connected Networks

Pretraining
Unsupervised: stacked restricted Boltzmann machine (RBM)

Supervised: iteratively adding layers from shallow model

Training
Maximum cross entropy for frames

Finetuning
Maximum mutual information for sequences

G. Hinton, et al. Deep Neural Networks for Acoustic Modeling in Speech Recognition. Signal Processing Magazine




Fully Connected Networks

Comparison on different large datasets

HOURS OF GMM-HMM GMM-HMM
TASK TRAINING DATA |DNN-HMM | WITH SAME DATA WITH MORE DATA
SWITCHBOARD (TEST SET 1) 309 18.5 27.4 18.6 (2,000 H)
SWITCHBOARD (TEST SET 2) 309 16.1 23.6 17.1 (2,000 H)
ENGLISH BROADCAST NEWS 50 17.5 18.8
BING VOICE SEARCH
(SENTENCE ERROR RATES) 24 30.4 36.2
GOOGLE VOICE INPUT 5,870 12.3 16.0 (>> 5,870 H)
YOUTUBE 1,400 47.6 52.3

G. Hinton, et al. Deep Neural Networks for Acoustic Modeling in Speech Recognition. Signal Processing Magazine



DNNHMM vs. GMMAMM

Deep models are more powerful
GMM assumes data is generated from single component of mixture model

GMM with diagonal variance matrix ignores correlation between dimensions

Deep models take data more efficiently
GMM consists with many components and each learns from a small fraction of data

Deep models can be further improved by recent advances in deep learning




Recurrent Networks

Long Short Term Memory networks
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Recurrent Networks

— RNN_c512 (350K)

— RNN_c1024_r128 (320K) i

— RNN_c2048 r512 (2.3M)
DNN_10w5_6_704 (3M)
DNN_10w5_6_1024 (6M)

-+ DNN_10w5_6_2176 (25M)

— LSTM_c512 (1.2M)

— LSTM_c1024_r256 (1.5M)

— LSTM_c2048_r256 (3M)

—— LSTM_c2048_r256_p256 (3.6M)

— LSTM_c2048_r512 (5.6M) I

1 2 3 4 5 6 7 8 9 10
Number of Training Frames (x billion)

Fig. 5. 126 context independent phone HMM states.

H.Sak A. Senior, and BeaufaysLong Shofferm Memory Recurrent Neural Network Architectures for Large Scale Acoustic Modefingreprint arXiv:1402.1128v1 (2014).




