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MP: Aye. In them days, we'd a' been glad to have the price of a cup o' tea.

GC: A cup ' COLD tea.

EI: Without milk or sugar.

TJ: OR tea!

MP: In a filthy, cracked cup.

EI: We never used to have a cup. We used to have to drink out of a rolled up newspaper.



EI: Right. I had to get up in the morning at ten o'clock at night, half an hour before I went to 
bed, (pause for laughter), drink a cup of sulphuric acid, work twenty-nine hours a day down 
mill, and pay mill owner for permission to come to work, and when we got home, our Dad 
and our mother would kill us, and dance about on our graves singing 'Hallelujah.'


MP: But you try and tell the young people today that... and they won't believe ya'.
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History of vision, IMHO

• Particle size distribution analysis
• Grouping
• Color constancy
• Mutual Illumination
• Invariance
• Algebraic surfaces
• Naked people
• Shading
• People
• Words and pictures
• Attributes
• Sentences
• Intrinsic images



PSDA

• No pix, likely didn’t work, but I got an MS, so…



Grouping

• Nothing to see here



Color constancy











Mutual Illumination









Invariants







Algebraic surfaces









Finding Naked People







Words and pictures



Linking words and pictures

• In its simplest form, missing variable problem
• Caveats

• might take a lot of data; symmetries, biases in data create issues

“the beautiful sun”

“le soleil beau” “sun   sea   sky”
Brown, Della Pietra, Della Pietra & Mercer 93; Melamed 01

Object recognition as machine translation: Learning a lexicon for a fixed image vocabulary - 
P Duygulu, K Barnard, JFG de Freitas, DA Forsyth ECCV 2002

http://www.springerlink.com/index/DMX4GC895QRRJKT4.pdf




Finding People







Ramanan, Forsyth and Zisserman CVPR05



More Words and Pictures



It was there and we predicted it

It was there and we didn’t

It wasn’t and we did

Scene Discovery by Matrix Factorization,  N Loeff, A Farhadi, ECCV 2008

http://portal.acm.org/citation.cfm?id=1478237.1478271


Loeff Farhadi Forsyth??



Rooms and (inevitably) Lighting



• Varsha’s stuff

V. Hedau, D. Hoiem, D.A. Forsyth, “Recovering the layout of cluttered rooms”, ICCV 2009



Infer then render

• Kind of circular
• Record

• good for CGI insertion
• shakey for scenes

Karsch ea 11



Results



Results











Describing Objects



Coping with the unfamiliar



What is an object like?

• Professor Piehead

Viz comic, issue 101



Describing

• Attributes
• describe things by properties
• again, a small “vocabulary” describes many different objects

• Primitives
• a small “vocabulary” makes up many different objects
• typically, shapes, but that isn’t compulsory 

• eg  shared parts; texture encodings; deep learning

“Man+dog”

 “Man in camouflage clothes restraining 

a scary attack dog with a leash.”



General architecture

A.Farhadi, I. Endres, D. Hoiem, D.A. Forsyth, “Describing objects by their attributes”, CVPR 2009



A.Farhadi, I. Endres, D. Hoiem, D.A. Forsyth, “Describing objects by their attributes”, CVPR 2009



Sentences from Images









Intrinsic Images



Big technical points from the distant past 

• Intrinsic images = maps of scene properties

Barrow+Tenenbaum, 1978



Intrinsic images

• Intrinsic
• shape, and affordances that follow
• surface properties, and affordances that follow
• volume properties, and affordances that follow

• What doesn’t change when 
• object moves from image to image?
• light changes?

• Often dumbed down to albedo estimation



Easy losses

• Paradigms should be correctly decomposed
• with small residual

• Composing decomposed images
• should have small residual

DAF 21



Nasty problem
• Translate, rotate, scale image 

• albedo for translated (etc) image should be translated albedo
• shading for translated (etc) image should be translated shading

• But the network doesn’t know that…



Averaging very strongly suppresses error





Vision

Vision

Vision



State of our discipline - I

• Fantastic successes
• “selling shit” (© G. Gkioxari)
• ex-students earn much more than they used to
• huge conferences offer rich intellectual experiences
• startups raising absurd sums of money
• regular complete revisions of what is known

• Impacting people way outside our community

• Many very deep problems remain open
• but may be open to attack



State of our discipline - II

• Utter intellectual disorder
• We can do things, but mostly don’t know why
• “It works better this way”

• Fanatical adherence to experiment
• mostly hilariously poorly conducted

• no error bars, repeated trials, no significance on ablations, etc, etc

• Minimal collective values or vision



Mood

• Sadness
• whatever worked wasn’t mine

• Willful ignorance
• “I don’t read papers before 2015” !

• Anxiety
• will I get a job/be promoted/etc

• Fear
• Risk-taking may be very costly

• Exclusion
• “I’m not <X> so I’m not welcome”

• Laughable deference to authority
• “**** said **** on twitter!” (so it must be true)

• Historical perspective
• 99% of the old vision literature was crap



Mood

• Sadness
• whatever worked wasn’t mine

• Willful ignorance
• “I don’t read papers before 2015” !

• Anxiety
• will I get a job/be promoted/etc

• Fear
• Risk-taking may be very costly

• Exclusion
• “I’m not <X> so I’m not welcome”

• Laughable deference to authority
• “**** said **** on twitter!” (so it must be true)

• Historical perspective
• 99% of the old vision literature was crap

Big reveal: 99% of our literature is too, and there’s more of it!



CVPRWN: Non coping strategies

<bad things, go far far away> <to the point of nausea> <virtue by work>



CVPR workshop

• Scholars and big models: how can academics adapt?
• Organizers: Anand Bhattad, Unnat Jain, Angjoo Kanazawa and Sara Beery

• Numerous discussants: I kept summary notes
• CVPRWN



CVPRWN:  Our field is very hard

• Hardness measure:
• Smaller half-life for knowledge -> harder field

• Ours was hard, now outrageously hard
• but there are new effects

• ignore some ideas, and they’ll go away quickly

• Challenges:
• by the time you’ve picked up new stuff, it’s irrelevant
• someone has already done what you’re doing

• Responses:
• finely detailed differentiation, often absurd
• excessive framing and citation practices
• massive exaggerations of significance - everything is disruptive!



CVPRWN: What will happen

• A lot needs to be done

• It won’t be like the stuff we’re used to
• Robotics
• What does vision do?
• Questions keep changing
• Properly conducted experiments
• Speed and power
• Ethics
• etc…

• A great decoupling between Eng AI and Science AI?



A Scary Movie



Depth (omnimap, current best depth est) Normal (omnimap, current best normal est)



Points:

• Vision is flourishing
• Intrinsic images are scene maps 

• predictors learned with regression from labelled data
• depth, normal, albedo - but albedo is not like normal, depth

• Lighting messes up intrinsic image estimates
• MIT dataset gives suggestive evidence that relighting could help

• StyleGAN yields a procedure to relight in general
• Generative models are very well informed

• and can be made to produce depth, normal, albedo!

• but have some fascinating gaps in knowledge



but not all…

Zhan et al, 23



Iffy projective geometry

https://huggingface.co/spaces/stabilityai/stable-diffusion/discussions/1593



Iffy projective geometry

https://huggingface.co/spaces/stabilityai/stable-diffusion/discussions/1593



Iffy projective geometry

https://huggingface.co/spaces/stabilityai/stable-diffusion/discussions/1593



Synthesizing clothing

Zhu et al 23





Chen et al 23
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