
Computer vision: 
What will stand 
the test of time?



A brief history of computer vision

https://www.clevelandart.org/art/1972.119

https://www.clevelandart.org/art/1972.119


2018



So, what can today’s researchers 
learn from “prehistoric” 

computer vision?



(Actually, “prehistoric” goes even farther back…) 

Pinhole projection, optics

Models of color vision (trichromacy)

Surveying, photogrammetry

Early theories of visual 
perception: Helmholtz, others

Development of cameras, TV, 
computers, digital imaging

Projective geometry



Decade by decade
• 1960s: Image processing and pattern recognition, blocks world
• 1970s: Key recovery problems defined: structure from motion, stereo, 

shape from shading, color constancy. Attempts at knowledge-based 
recognition
• 1980s: Fundamental and essential matrix, multi-scale analysis, corner 

and edge detection, optical flow, geometric recognition as alignment
• 1990s: Multi-view geometry, statistical and appearance-based models 

for recognition, first approaches for (class-specific) object detection
• 2000s: Local features, generic object recognition and detection
• 2010s: Deep learning, big data

Adapted from J. Malik



1960s (and earlier): A wealth of applications
• Character and digit recognition 

• First OCR conference in 1962

• Microscopy, cytology

• Interpretation of aerial images 

• Even before satellites!

• Particle physics

• Hough transform for analysis of bubble 

chamber photos published in 1959

• Face recognition

• Article about W. Bledsoe

• Fingerprint recognition

Azriel Rosenfeld (1931-2004)

“Father of computer vision”

• Ph.D. in mathematics, Columbia, 1957

• Professor at UMD and ordained rabbi

• Wrote first textbook in the field in 1969

• Oral history, survey (1998)

http://inspirehep.net/record/919922/files/HEACC59_598-602.pdf
https://www.wired.com/story/secret-history-facial-recognition/
https://en.wikipedia.org/wiki/Azriel_Rosenfeld
https://ethw.org/Oral-History:Azriel_Rosenfeld
https://apps.dtic.mil/dtic/tr/fulltext/u2/a349688.pdf


1960s (and earlier): A wealth of applications
• Character and digit recognition 
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• Microscopy, cytology

• Interpretation of aerial images 

• Even before satellites!

• Particle physics

• Hough transform for analysis of bubble 

chamber photos published in 1959

• Face recognition

• Article about W. Bledsoe

• Fingerprint recognition

Aerial mosaic from 1919

Piecing together aerial mosaics at Chanute Field 

training school in Illinois in the 1920s

http://inspirehep.net/record/919922/files/HEACC59_598-602.pdf
https://www.wired.com/story/secret-history-facial-recognition/
https://geodesy.noaa.gov/INFO/history/aerial-photo.shtml
https://airandspace.si.edu/multimedia-gallery/le250l4jpg


1960s (and earlier): A wealth of applications
• Character and digit recognition 

• First OCR conference in 1962

• Microscopy, cytology

• Interpretation of aerial images 

• Even before satellites!

• Particle physics

• Hough transform for analysis of bubble 

chamber photos published in 1959

• Face recognition

• Article about W. Bledsoe

• Fingerprint recognition

Bubble chamber photo

http://inspirehep.net/record/919922/files/HEACC59_598-602.pdf
https://www.wired.com/story/secret-history-facial-recognition/


1960s: the MIT-centric narrative
• 1963: Roberts Ph.D. thesis at MIT

1937– 2018
Wikipedia bio

https://dspace.mit.edu/handle/1721.1/11589
https://en.wikipedia.org/wiki/Lawrence_Roberts_(scientist)




From the abstract: 

“It is assumed that a 
photograph is a projection of… 
known three-dimensional 
models… These assumptions 
enable a computer to obtain a 
reasonable, three-dimensional 
description from the edge 
information in a photograph by 
means of a topological, 
mathematical process.”





1960s: the MIT-centric narrative
• 1963: Roberts Ph.D. thesis at MIT
• “Computer vision” explicitly defined in opposition to “pattern recognition” –

the key is interpreting images as projections of 3D scenes, not flat 2D “patterns”

• 1966: MIT Summer Vision Project led by Seymour Papert

https://dspace.mit.edu/handle/1721.1/11589
https://dspace.mit.edu/handle/1721.1/6125






1960s: the MIT-centric narrative
• 1963: Roberts Ph.D. thesis at MIT
• “Computer vision” explicitly defined in opposition to “pattern recognition” –

the key is interpreting images as projections of 3D scenes, not flat 2D “patterns”

• 1966: MIT Summer Vision Project led by Seymour Papert
• Underestimated the challenge of computer vision, committed to “blocks world”

• 1970: MIT copy demo (video)
• An attempt at a “closed loop” robotics

system that encompasses sensing, planning,
and actuation that affects the environment

https://dspace.mit.edu/handle/1721.1/11589
https://dspace.mit.edu/handle/1721.1/6125
https://people.csail.mit.edu/bkph/phw_copy_demo.shtml
http://projects.csail.mit.edu/films/aifilms/digitalFilms/9mp4/88-eye.mp4


Making blocks world cool again?

A. Gupta et al. Blocks World Revisited: Image Understanding 
Using Qualitative Geometry and Mechanics. ECCV 2010

S. Tulsiani et al. Learning Shape Abstractions by Assembling 
Volumetric Primitives. CVPR 2017

https://www.cs.cmu.edu/~abhinavg/blocksworld/
https://shubhtuls.github.io/volumetricPrimitives/


1960s: the MIT-centric narrative
wouldn’t be complete without…

• 1969: Minsky and Papert, Perceptrons

https://vdoc.pub/documents/perceptrons-an-introduction-to-computational-geometry-44gqq1dtp8n0


1960s: the MIT-centric narrative
wouldn’t be complete without…

• 1969: Minsky and Papert, Perceptrons

• Fascinating reading: M. Olazaran, A Sociological Study 
of the Official History of the Perceptrons Controversy, 
Social Studies of Science, 1996

https://vdoc.pub/documents/perceptrons-an-introduction-to-computational-geometry-44gqq1dtp8n0
https://pdfs.semanticscholar.org/f3b6/e5ef511b471ff508959f660c94036b434277.pdf


Last time: Computer vision history, decade by decade

• 1960s: Image processing and pattern recognition, blocks world
• 1970s: Key recovery problems defined: structure from motion, stereo, 

shape from shading, color constancy. Attempts at knowledge-based 
recognition
• 1980s: Fundamental and essential matrix, multi-scale analysis, corner 

and edge detection, optical flow, geometric recognition as alignment
• 1990s: Multi-view geometry, statistical and appearance-based models 

for recognition, first approaches for (class-specific) object detection
• 2000s: Local features, generic object recognition and detection
• 2010s: Deep learning, big data

Adapted from J. Malik



Last time: Computer vision history, decade by decade

• 1960s: Image processing and pattern recognition, blocks world



(Not all the action was at MIT, by the way…)

Shakey the Robot
SRI, 1966 - 1972
Video

Published in 1972 
(table of contents, 2nd edition)

https://en.wikipedia.org/wiki/Shakey_the_robot
https://www.youtube.com/watch?v=GmU7SimFkpU
https://pdfs.semanticscholar.org/b07c/e649d6f6eb636872527104b0209d3edc8188.pdf
https://books.google.com/books/about/Pattern_Classification.html?id=Br33IRC3PkQC


1970s: Recovery
• Shape-from-X

Shading TextureContour



1970s: Recovery
• Shape-from-X

Shading TextureContour Stereo



1970s: Recovery
• Shape-from-X
• Shading: Horn (1970)

Horn (1970)

https://people.csail.mit.edu/bkph/AIM/AITR-232-OPT.pdf


1970s: Recovery
• Shape-from-X
• Shading: Horn (1970)
• Contour: Guzman (1971), Waltz (1975), etc.
• Texture: Bajczy & Lieberman (1976)
• Stereo: Marr & Poggio (1976)

Marr & Poggio (1976)Waltz (1975)

http://cbcl.mit.edu/people/poggio/journals/marr-poggio-science-1976.pdf
http://en.wikipedia.org/wiki/David_Waltz


1970s: Recovery
• Shape-from-X
• Shading: Horn (1970)

• Contour: Guzman (1971), Waltz (1975), etc.

• Texture: Bajczy & Lieberman (1976)

• Stereo: Marr & Poggio (1976)

• Color constancy: Land & McCann (1971)

• Intrinsic images: Barrow & Tenenbaum (1978)

• Range images

• Time-varying images

• Optical flow, structure from motion
• Koenderink & Van Doorn (1975), Ullman (1977)

Barrow & Tenenbaum (1978)

https://www2.eecs.berkeley.edu/Research/Projects/CS/vision/classes/cs294-appearance_models/sp2001/cache/barrow78.pdf


1970s: Representation and recognition
• 3D shape representation
• Generalized cylinders: Binford et al. (1971, etc.)

• Deformable templates: Fischler & Elschlager (1973)

Fischler & Elschlager (1973)

Binford et al.

http://citeseerx.ist.psu.edu/viewdoc/download?doi=10.1.1.118.7951&rep=rep1&type=pdf


1970s: Representation and recognition
• 3D shape representation
• Generalized cylinders: Binford et al. (1971, etc.)

• Deformable templates: Fischler & Elschlager (1973)
• Syntactic/procedural recognition systems
• Faces: Kanade (1973)
• Scenes: Yakimovsky & Feldman (1973), 

Hanson & Riseman (1978), Ohta & Kanade (1978)
• Objects: Brooks (1979)

Brooks (1981)Hanson & Riseman (1978)



1970s: Representation and recognition
• 3D shape representation
• Generalized cylinders: Binford et al. (1971, etc.)

• Deformable templates: Fischler & Elschlager (1973)
• Syntactic/procedural recognition systems
• Faces: Kanade (1973)
• Scenes: Yakimovsky & Feldman (1973), 

Hanson & Riseman (1978), Ohta & Kanade (1978)
• Objects: Brooks (1979)

• Relaxation labeling: Rosenfeld et al. (1976)
• Texture recognition: Julesz (1960-1981), 

Haralick (1979), etc.

Haralick (1979)
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1980s: 3D vision
• Optical flow and tracking
• Horn & Schunck (1981), Lucas & Kanade (1981)

Horn & Schunck (1981)

http://image.diku.dk/imagecanon/material/HornSchunckOptical_Flow.pdf


1980s: 3D vision
• Optical flow and tracking
• Horn & Schunck (1981), Lucas & Kanade (1981)

• Structure from motion
• RANSAC: Fischler & Bolles (1981)
• Essential matrix: Longuet-Higgins (1981)

Longuet-Higgins (1981)Fischler & Bolles (1981)

https://www.nature.com/articles/293133a0
https://www.cs.ait.ac.th/~mdailey/cvreadings/Fischler-RANSAC.pdf


1980s: 3D vision
• Optical flow and tracking
• Horn & Schunck (1981), Lucas & Kanade (1981)

• Structure from motion
• RANSAC: Fischler & Bolles (1981)
• Essential matrix: Longuet-Higgins (1981)

• Active vision
• Bajczy (1985, 1988), Dickmanns (1988), 

Ballard (1989), etc.
• Interesting read: The man who invented 

the self-driving car (in 1986)

Dickmanns & Graefe (1988)

https://www.politico.eu/article/delf-driving-car-born-1986-ernst-dickmanns-mercedes/
https://link.springer.com/content/pdf/10.1007/BF01212361.pdf


1980s: Image description and inference
• “Definitive” detectors
• Edges: Canny (1986); corners: Harris & Stephens (1988)

Canny (1986) Harris & Stephens (1988)

https://canvas.stanford.edu/files/4183084/download?download_frd=1
https://bmva-archive.org.uk/bmvc/1988/avc-88-023.pdf


1980s: Image description and inference
• “Definitive” detectors

• Edges: Canny (1986); corners: Harris & Stephens (1988)

• Multiscale image representations

• Witkin (1983), Burt & Adelson (1984), Koenderink (1984, 1987), etc.

Adelson et al. (1984)

Koenderink (1987)

http://persci.mit.edu/pub_pdfs/RCA84.pdf
https://link.springer.com/article/10.1007/BF00318371


1980s: Image description and inference
• “Definitive” detectors

• Edges: Canny (1986); corners: Harris & Stephens (1988)

• Multiscale image representations

• Witkin (1983), Burt & Adelson (1984), Koenderink (1984, 1987), etc.

• Markov Random Field models: Geman & Geman (1984)

• Segmentation by energy minimization

• Kass, Witkin & Terzopoulos (1987), Mumford & Shah (1989)

Kass, Witkin & Terzopoulos (1987)
Geman & Geman (1984)

https://link.springer.com/content/pdf/10.1007/BF00133570.pdf
https://cs.uwaterloo.ca/~mannr/cs886-w10/GemanandGeman84.pdf


Conferences, journals, books
• Conferences: ICPR (1973), CVPR (1983), ICCV (1987)
• Journals: TPAMI (1979), IJCV (1987)
• Books: Duda & Hart (1972), Marr (1982), Ballard & Brown (1982), 

Horn (1986)



1980s: The dead ends
• Alignment-based recognition
• Faugeras & Hebert (1983), Grimson & Lozano-

Perez (1984), Lowe (1985), Huttenlocher & 
Ullman (1987), etc.

• Aspect graphs
• Koenderink & Van Doorn (1979), Plantinga & 

Dyer (1986), Hebert & Kanade (1985), Ikeuchi
& Kanade (1988), Gigus & Malik (1990)

• Invariants: Mundy & Zisserman (1992)

Gigus & Malik (1990)

Grimson & Lozano-Perez (1984)



Source

https://www.di.ens.fr/~ponce/mundy.pdf


1980s: Meanwhile…
• Neocognitron: Fukushima (1980)

• Video (short version)

• Back-propagation: Rumelhart, Hinton & Williams 
(1986)
• Origins in control theory and optimization: Kelley 

(1960), Dreyfus (1962), Bryson & Ho (1969), 
Linnainmaa (1970)

• Application to neural networks: Werbos (1974)
• Interesting blog post: Backpropagating through time 

Or, How come BP hasn’t been invented earlier?

• Parallel Distributed Processing: Rumelhart et al. 
(1987)
• Neural networks for digit recognition: LeCun et 

al. (1989)

Fukushima (1980)

https://www.youtube.com/watch?v=Qil4kmvm2Sw
https://www.youtube.com/watch?v=oVYCjL54qoY
https://liorfox.substack.com/p/backpropagating-through-time


1990s: Geometry reigns
• Fundamental matrix: Faugeras (1992)
• Normalized 8-point algorithm: Hartley (1997)
• RANSAC for robust fundamental matrix 

estimation: Torr & Murray (1997)
• Bundle adjustment: Triggs et al. (1999)
• Hartley & Zisserman book (2000)
• Projective structure from motion: Faugeras and 

Luong (2001)



1990s: Data enters the scene
• Appearance-based models: Turk & Pentland (1991), Murase & Nayar (1995)

Turk & Pentland (1991) Murase & Nayar (1995)

https://www.face-rec.org/algorithms/PCA/jcn.pdf
https://www1.cs.columbia.edu/CAVE/publications/pdfs/Murase_IJCV95.pdf


1990s: Data enters the scene
• Appearance-based models: Turk & Pentland (1991), Murase & Nayar (1995)
• Keypoint-based image indexing

• Schmid & Mohr (1996), Lowe (1999)

• Constellation models for object categories
• Burl, Weber & Perona (1998), Weber, Welling & Perona (2000)

Schmid & Mohr (1996) Weber, Welling & Perona (2000)

https://inria.hal.science/inria-00548358/document
https://vision.ics.uci.edu/papers/WeberWP_CVPR_2000/WeberWP_CVPR_2000.pdf


1990s: Data enters the scene
• Appearance-based models: Turk & Pentland (1991), Murase & Nayar (1995)
• Keypoint-based image indexing

• Schmid & Mohr (1996), Lowe (1999)

• Constellation models for object categories
• Burl, Weber & Perona (1998), Weber, Welling & Perona (2000)

• First sustained use of classifiers and negative data
• Face detectors: Rowley, Baluja & Kanade (1996), Osuna, Freund & Girosi (1997), 

Schneiderman & Kanade (1998), Viola & Jones (2001)
• Convolutional nets: LeCun et al. (1998)

Osuna, Freund, Girosi (1997)Rowley, Baluja, Kanade (1998)

https://dspace.mit.edu/handle/1721.1/7290
https://www.ri.cmu.edu/pub_files/pub1/rowley_henry_1996_3/rowley_henry_1996_3.pdf


1990s: Data enters the scene
• Appearance-based models: Turk & Pentland (1991), Murase & Nayar (1995)
• Keypoint-based image indexing

• Schmid & Mohr (1996), Lowe (1999)

• Constellation models for object categories
• Burl, Weber & Perona (1998), Weber, Welling & Perona (2000)

• First sustained use of classifiers and negative data
• Face detectors: Rowley, Baluja & Kanade (1996), Osuna, Freund & Girosi (1997), 

Schneiderman & Kanade (1998), Viola & Jones (2001)
• Convolutional nets: LeCun et al. (1998)

• Graph cut image inference
• Boykov, Veksler & Zabih (1998)

• Segmentation
• Normalized cuts: Shi & Malik (2000)
• Berkeley segmentation dataset: Martin et al. (2001)

• Optical flow, tracking
• Adelson & Wang (1993), Black & Anandan (1993), 

Isard & Blake (1998)
Boykov, Veksler & Zabih (1998)

http://luthuli.cs.uiuc.edu/~daf/courses/Opt-2017/Combinatorialpapers/00969114.pdf


Last two weeks: Computer vision history, decade by decade

• 1960s: Image processing and pattern recognition, blocks world
• 1970s: Key recovery problems defined: structure from motion, stereo, 

shape from shading, color constancy. Attempts at knowledge-based 
recognition
• 1980s: Fundamental and essential matrix, multi-scale analysis, corner 

and edge detection, optical flow, geometric recognition as alignment
• 1990s: Multi-view geometry, statistical and appearance-based models 

for recognition, first approaches for (class-specific) object detection
• 2000s: Local features, generic object recognition and detection
• 2010s: Deep learning, big data
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Late 1990’s debates
• See the last chapter of Vision Algorithms: Theory and Practice (1999) 

https://link.springer.com/content/pdf/10.1007/3-540-44480-7_23?pdf=chapter%20toc
https://link.springer.com/book/10.1007/3-540-44480-7


2000s: Keypoints and reconstruction
• Keypoints craze

• Kadir & Brady (2001), Mikolajczyk & Schmid (2002), Matas et al. (2004), Lowe (2004),  
Bay et al. (2006), etc.

Mikolajczyk & Schmid (2002) Lowe (2004)

https://link.springer.com/article/10.1023/B:VISI.0000027790.02288.f2


2000s: Keypoints and reconstruction
• Keypoints craze

• Kadir & Brady (2001), Mikolajczyk & Schmid (2002), Matas et al. (2004), Lowe (2004),
Bay et al. (2006), etc.

• 3D reconstruction “in the wild”
• SFM in the wild
• Multi-view stereo, stereo on GPU’s

Snavely et al. (2006)Pollefeys et al. (2004)

http://phototour.cs.washington.edu/Photo_Tourism.pdf
https://www.cs.ait.ac.th/~mdailey/cvreadings/Pollefeys-Handheld.pdf


2000s: Recognition
• Generic object recognition
• Constellation models
• Bags of features
• Datasets: Caltech-101 -> ImageNet

Caltech-101 (2005)

Fergus, Perona & Zisserman (2007)

Lazebnik et al. (2006)

https://data.caltech.edu/records/mzrjq-6wc02
https://www.robots.ox.ac.uk/~vgg/publications/2007/Fergus07/fergus07.pdf
https://inria.hal.science/inria-00548585/document


2000s: Recognition
• Generic object recognition
• Constellation models
• Bags of features
• Datasets: Caltech-101 -> ImageNet

• Generic object detection
• PASCAL dataset
• HOG, Deformable part models

• Action and activity recognition: 
“misc. early efforts”

Dalal & Triggs (2005)

Felzenszwalb et al. (2010)

https://lear.inrialpes.fr/people/triggs/pubs/Dalal-cvpr05.pdf
https://www.cs.princeton.edu/courses/archive/fall13/cos429/papers/Felzenszwalb10.pdf


1990s-2000s: Dead ends (?)
• Probabilistic graphical models

Shared partsE. Sudderth et al. Learning Hierarchical Models of Scenes, 
Objects, and Parts. ICCV 2005

https://people.csail.mit.edu/billf/www/papers/iccv05SudderthTorralbaFreeman.pdf


1990s-2000s: Dead ends (?)
• Perceptual organization

J. Malik et al. Contour and Texture Analysis for Image Segmentation. IJCV 2001

https://www2.eecs.berkeley.edu/Research/Projects/CS/vision/grouping/papers/mbls_ijcv01.pdf


1990s-2000s: Dead ends (?)
• Perceptual organization

J. Malik et al. Contour and Texture Analysis for Image Segmentation. IJCV 2001

https://www2.eecs.berkeley.edu/Research/Projects/CS/vision/grouping/papers/mbls_ijcv01.pdf


1990s-2000s: Dead ends (?)
• Perceptual organization

Segmentation results

J. Malik et al. Contour and Texture Analysis for Image Segmentation. IJCV 2001

https://www2.eecs.berkeley.edu/Research/Projects/CS/vision/grouping/papers/mbls_ijcv01.pdf


Six decades of computer vision: Reductive summary
• 1960s and 70s: “Antiquity”

• Community goes through its blocks world phase 
• Canonical recovery problems are defined and initial approaches are proposed
• Ambitious scene understanding approaches flower briefly and prematurely
• Marr’s book sums up progress to date

• 1980s and 90s: “Middle ages”
• The field goes through its geometric recognition phase and gets over irrelevant 

geometric obsessions
• Multi-view geometry matures and becomes useful, as summarized in the Hartley & 

Zisserman book
• The field stops being afraid of pixels, probability, and statistical learning

• 2000s and 2010s: “Early modern era”
• Local features “solve” structure from motion and instance recognition
• Generic category recognition and detection become central problems
• The field becomes driven by datasets and benchmarks



What did I omit?
• Image filtering 
• Wavelets, steerable filters, bilateral filtering…
• Biologically inspired low-level representations (Olhausen & Field, etc.)

• History of image generation
• Starting with texture generation (Heeger & Bergen, Efros & Leung, etc.)
• Stylization, inpainting, colorization, etc.
• Image-based modeling and rendering

• Video
• Optical flow estimation, action/activity recognition, etc.



Are there any themes?
• Optimization – not procedural reasoning
• Data and learning – not rules
• Rich appearance descriptors – not simple point and line features
• Deformable templates for recognition
• In the long run, data and computation win over cleverness – Sutton’s 

“bitter lesson”

http://www.incompleteideas.net/IncIdeas/BitterLesson.html


Where did we go wrong?
• In retrospect, computer vision has had several periods of 

“spinning its wheels” 
• We’ve always prioritized methods that could already do interesting things over 

potentially more promising methods that could not yet deliver
• We’ve undervalued simple methods, data, and learning
• When nothing worked, we distracted ourselves with fancy math
• On a few occasions, we unaccountably ignored methods that later proved to 

be “game changers” (RANSAC, SIFT)
• We’ve had some problems with bandwagon jumping and intellectual snobbery

• But it’s not clear whether any of it mattered in the end…



Lana’s Top Ten “classical” vision papers
1. Hough transform – Duda & Hart, 1972
2. Pictorial structures – Fischler & Elschlager, 1973
3. RANSAC – Fischler & Bolles, 1981
4. Edge detection – Canny, 1986
5. Corner detection – Harris & Stephens, 1988
6. Normalized 8-point algorithm – Hartley, 1997
7. Graph cuts – Boykov et al., 2001
8. Face detection with boosting – Viola & Jones, 2001
9. SIFT – Lowe, 2004
10. Deformable part models – Felzenszwalb et al., 2010



Inspirational quote
“The past is never dead. It's not even past.”

– William Faulkner


