
Advanced GAN models and applications
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“The early years”



“The early years”

BigGAN (2018)

EBGAN (2017)

https://arxiv.org/pdf/1809.11096.pdf
https://arxiv.org/pdf/1609.03126.pdf


Advanced GAN models and applications
• Progressive GAN
• StyleGAN
• GAN-based image editing applications
• Self-attention GAN, BigGAN
• StyleGAN-XL, GigaGAN, StyleGAN-T



Progressive GANs

T. Karras, T. Aila, S. Laine, J. Lehtinen. Progressive Growing of GANs for Improved 
Quality, Stability, and Variation. ICLR 2018

Realistic face images up to 1024 x 1024 resolution

https://openreview.net/pdf?id=Hk99zCeAb


Progressive GANs
• Key idea: train lower-resolution models, gradually add layers 

corresponding to higher-resolution outputs

Source

T. Karras, T. Aila, S. Laine, J. Lehtinen. Progressive Growing of GANs for Improved 
Quality, Stability, and Variation. ICLR 2018

https://cdn-images-1.medium.com/max/1600/1*tUhgr3m54Qc80GU2BkaOiQ.gif
https://openreview.net/pdf?id=Hk99zCeAb


Progressive GANs
• Key idea: train lower-resolution models, gradually add layers 

corresponding to higher-resolution outputs
Transition from 16x16 to 32x32 images

T. Karras, T. Aila, S. Laine, J. Lehtinen. Progressive Growing of GANs for Improved 
Quality, Stability, and Variation. ICLR 2018

https://openreview.net/pdf?id=Hk99zCeAb


Progressive GANs: Implementation details
• Loss: WGAN-GP loss (preferred) or LSGAN
• Architectures:

• Nearest neighbor upsampling (2x2 replication) followed by regular 
convolutions instead of transposed conv layers

• Average pooling instead of striding for downsampling in discriminator
• Leaky ReLUs used in discriminator and generator
• Per-pixel response normalization in generator: rescale feature vector 

in each pixel to unit length after each conv layer
• Use of minibatch standard deviation in discriminator (append 

to feature map)
• Exponential moving average of generator weights for display

T. Karras, T. Aila, S. Laine, J. Lehtinen. Progressive Growing of GANs for Improved 
Quality, Stability, and Variation. ICLR 2018

https://openreview.net/pdf?id=Hk99zCeAb


Progressive GANs: Results
256 x 256 results for LSUN categories



StyleGAN

T. Karras, S. Laine, T. Aila. A Style-Based Generator Architecture for Generative Adversarial Networks. CVPR 2019

• Built on top of Progressive GAN
• Start generation with constant 

(instead of noise vector)
• Noise vector is transformed to 

latent vector ! that is later 
specialized to style codes 

• Style codes control adaptive 
instance normalization (AdaIN) 
or scaling and biasing of each 
feature map

• Add noise after each convolution 
and before nonlinearity (enables 
stochastic detail)

https://arxiv.org/pdf/1812.04948.pdf


StyleGAN: Results

T. Karras, S. Laine, T. Aila. A Style-Based Generator Architecture for Generative Adversarial Networks. CVPR 2019

https://arxiv.org/pdf/1812.04948.pdf


Mixing styles

“Two sets of images were generated from their respective latent codes (sources 
A and B); the rest of the images were generated by copying a specified subset of 
styles from source B and taking the rest from source A.”



Mixing styles



Mixing styles



DeepFakes

https://www.npr.org/2022/03/27/1088140809/fake-linkedin-profiles

https://www.npr.org/2022/03/27/1088140809/fake-linkedin-profiles


StyleGAN: Bedrooms

T. Karras, S. Laine, T. Aila. A Style-Based Generator Architecture for Generative Adversarial Networks. CVPR 2019

https://arxiv.org/pdf/1812.04948.pdf


StyleGAN: Cars

T. Karras, S. Laine, T. Aila. A Style-Based Generator Architecture for Generative Adversarial Networks. CVPR 2019

https://arxiv.org/pdf/1812.04948.pdf


• Change normalization, remove progressive growing to 
address StyleGAN artifacts

StyleGAN2

T. Karras et al. Analyzing and Improving the Image Quality of StyleGAN. CVPR 2020

https://openaccess.thecvf.com/content_CVPR_2020/papers/Karras_Analyzing_and_Improving_the_Image_Quality_of_StyleGAN_CVPR_2020_paper.pdf


StyleGAN3

T. Karras et al. Alias-Free Generative Adversarial Networks. NeurIPS 2021

https://proceedings.neurips.cc/paper/2021/file/076ccd93ad68be51f23707988e934906-Paper.pdf


StyleGAN3

T. Karras et al. Alias-Free Generative Adversarial Networks. NeurIPS 2021 Videos

https://proceedings.neurips.cc/paper/2021/file/076ccd93ad68be51f23707988e934906-Paper.pdf
https://nvlabs-fi-cdn.nvidia.com/stylegan3/videos/


Outline
• Progressive GAN
• StyleGAN
• GAN-based image editing applications



GAN Dissection

D. Bau et al. GAN Dissection: Visualizing and understanding generative adversarial networks. ICLR 2019

http://bzhou.ie.cuhk.edu.hk/publication/iclr19_gandissection.pdf


GAN Dissection

D. Bau et al. GAN Dissection: Visualizing and understanding generative adversarial networks. ICLR 2019

• Dissection:

http://bzhou.ie.cuhk.edu.hk/publication/iclr19_gandissection.pdf


• Interpreting units at different levels of a progressive GAN 
(trained on “bedroom”):

GAN Dissection

D. Bau et al. GAN Dissection: Visualizing and understanding generative adversarial networks. ICLR 2019

http://bzhou.ie.cuhk.edu.hk/publication/iclr19_gandissection.pdf


GAN Dissection

D. Bau et al. GAN Dissection: Visualizing and understanding generative adversarial networks. ICLR 2019

• Intervention:

http://bzhou.ie.cuhk.edu.hk/publication/iclr19_gandissection.pdf


GANPaint demo

https://ganpaint.io/demo/?project=church

D. Bau et al. Semantic Photo Manipulation with a Generative Image Prior. SIGGRAPH 2019

https://ganpaint.io/demo/?project=church
https://ganpaint.io/Bau_et_al_Semantic_Photo_Manipulation_preprint.pdf


• Try to find simple “walks” in the latent space of GANs to 
achieve various meaningful transformations to explore 
structure of that space and test GANs’ ability to interpolate 
between training samples

Discovery of latent space directions

A. Jahanian, L. Chai, and P. Isola. On the "steerability" of generative adversarial networks. ICLR 2020

https://arxiv.org/pdf/1907.07171.pdf


Discovery of latent space directions

A.Voynov and A. Babenko. Unsupervised Discovery of Interpretable Directions in the GAN Latent Space. ICML 2020

• Goal: learn a set of 
directions inducing 
“disentangled” image 
transformations that are 
easy to distinguish from 
each other

https://arxiv.org/pdf/2002.03754.pdf


GAN inversion and image editing

W. Xia et al. GAN Inversion: A Survey. arXiv 2022

https://arxiv.org/abs/2101.05278


GAN-based image editing

Y. Shen, J. Gu, X. Tang, B. Zhou. Interpreting the Latent Space of GANs for Semantic Face Editing. CVPR 2020

• Use pre-trained attribute classifiers to find latent space directions 
corresponding to pose, smile, age, gender, eyeglasses

https://arxiv.org/pdf/1907.10786.pdf


GAN-based image editing

Z. Wu et al. StyleSpace Analysis: Disentangled Controls for StyleGAN Image Generation. CVPR 2021

https://openaccess.thecvf.com/content/CVPR2021/papers/Wu_StyleSpace_Analysis_Disentangled_Controls_for_StyleGAN_Image_Generation_CVPR_2021_paper.pdf


GAN-based image editing

Z. Wu et al. StyleSpace Analysis: Disentangled Controls for StyleGAN Image Generation. CVPR 2021

https://openaccess.thecvf.com/content/CVPR2021/papers/Wu_StyleSpace_Analysis_Disentangled_Controls_for_StyleGAN_Image_Generation_CVPR_2021_paper.pdf


Editing using text prompts

O. Patashnik et al.. StyleCLIP: Text-Driven Manipulation of StyleGAN Imagery. ICCV 2021

• Combine powerful recent image-text embedding technique 
(CLIP) with pre-trained StyleGAN for text-based image editing 

https://arxiv.org/pdf/2103.17249.pdf
https://openai.com/blog/clip/


Stylization by GAN fine-tuning

M. J. Chong and D. Forsyth. JoJoGAN: One Shot Face Stylization. ECCV 2022

https://www.ecva.net/papers/eccv_2022/papers_ECCV/papers/136760124.pdf


Stylization by GAN fine-tuning

M. J. Chong and D. Forsyth. JoJoGAN: One Shot Face Stylization. ECCV 2022

https://www.ecva.net/papers/eccv_2022/papers_ECCV/papers/136760124.pdf


Outline
• Progressive GAN
• StyleGAN
• GAN-based image editing applications
• Self-attention GAN, BigGAN



Self-attention GAN
• Adaptive receptive fields to capture non-local structure

H. Zhang, I. Goodfellow, D. Metaxas, A. Odena. Self-Attention Generative Adversarial Networks. ICML 2019

https://arxiv.org/pdf/1805.08318.pdf


Self-attention GAN
• Adaptive receptive fields to capture non-local structure 

(based on Wang et al., 2018)
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https://openaccess.thecvf.com/content_cvpr_2018/papers/Wang_Non-Local_Neural_Networks_CVPR_2018_paper.pdf


Attention map visualization



Self-attention GAN: Implementation details
• Both generator and discriminator are conditioned on class 

label !
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Self-attention GAN: Implementation details
• Both generator and discriminator are conditioned on class 

label !
• Conditioning the discriminator: projection (Miyato & Koyama, 2018)
• Conditioning the generator: conditional batch norm

Figure source

https://arxiv.org/pdf/1802.05637.pdf
https://arxiv.org/pdf/1802.05637.pdf


Self-attention GAN: Implementation details
• Both generator and discriminator are conditioned on class 

label !
• Hinge loss formulation

• Discriminator: Drive discriminator score on real data above 1, on 
generated data below −1

$% = −'(),+)~./010 min(0, 6 7, ! − 1)
−'8~.9,+~./010 min(0,−6 : ;, ! , ! − 1)

• Generator: maximize discriminator score on generated data

$< = −'8~.9,+~./0106(: ;, ! , !)



Self-attention GAN: Implementation details

• Both generator and discriminator are conditioned on class 
label !

• Hinge loss formulation

• Spectral normalization for generator and discriminator 
(Miyato et al., 2018) – divide weight matrices by largest 
singular value (estimated)

• Different learning rates for generator and discriminator 
(TTUR or two-timescale update rule – Heusel et al., 2017)

https://arxiv.org/pdf/1802.05957.pdf
https://arxiv.org/pdf/1706.08500.pdf


Self-attention GAN: Results
• 128 x 128 ImageNet

goldfish

indigo 
bunting

redshank

Saint 
Bernard



BigGAN
• Scale up SA-GAN to generate ImageNet images up to 

512 x 512 resolution

A. Brock, J. Donahue, K. Simonyan, Large scale GAN training for high fidelity natural image synthesis, ICLR 2019

https://arxiv.org/pdf/1809.11096.pdf


BigGAN: Implementation details

• 8x larger batch size, 50% more channels (2x more 
parameters) than baseline SA-GAN

• Hierarchical latent space: feed (transformations of) ! vector 
into multiple layers of the generator



BigGAN: Implementation details

• 8x larger batch size, 50% more channels (2x more 

parameters) than baseline SA-GAN

• Hierarchical latent space: feed (transformations of) ! vector 

into multiple layers of the generator

• Truncation trick: at test time, resample the components of the 

! vector whose magnitude falls above a certain threshold

• Trade off diversity for image quality

“The effects of increasing truncation. From left to right, the threshold is set to 2, 1, 0.5, 0.04.”



BigGAN: Implementation details
• 8x larger batch size, 50% more channels (2x more 

parameters) than baseline SA-GAN
• Hierarchical latent space: feed (transformations of) ! vector 

into multiple layers of the generator
• Truncation trick: at test time, resample the components of the 
! vector whose magnitude falls above a certain threshold

• Lots of other tricks (initialization, training, etc.)
• Training observed to be unstable, but good results are 

achieved “just before collapse”
• Evidence that discriminator memorizes the training data, but 

the generator doesn’t



BigGAN: Implementation details

https://xkcd.com/1838/

https://xkcd.com/1838/


Announcements and reminders
• Assignment 3 was due yesterday
• Assignment 4 is out, due Wednesday, April 19
• Quiz 3 will be out 9AM tomorrow through 9AM Monday, April 10
• Project progress reports are due next Friday, April 14



Last time: Advanced GAN models and applications
• Progressive GAN
• StyleGAN
• GAN-based image editing applications
• Self-attention GAN, BigGAN
• StyleGAN-XL, GigaGAN, StyleGAN-T



BigGAN
• Scale up SA-GAN to generate ImageNet images up to 

512 x 512 resolution

A. Brock, J. Donahue, K. Simonyan, Large scale GAN training for high fidelity natural image synthesis, ICLR 2019

https://arxiv.org/pdf/1809.11096.pdf


Review: Class-conditional generation
• Both generator and discriminator are conditioned on class 

label !
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Review: Self-attention GAN
• Adaptive receptive fields to capture non-local structure

H. Zhang, I. Goodfellow, D. Metaxas, A. Odena. Self-Attention Generative Adversarial Networks. ICML 2019

https://arxiv.org/pdf/1805.08318.pdf


Review: Self-attention GAN

• Adaptive receptive fields to capture non-local structure 
(based on Wang et al., 2018)
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https://openaccess.thecvf.com/content_cvpr_2018/papers/Wang_Non-Local_Neural_Networks_CVPR_2018_paper.pdf


BigGAN: Results
• Samples at 256 x 256 resolution:



BigGAN: Results
• Samples at 512 x 512 resolution:



BigGAN: Results
• Truncation trick: at test time, resample the components of the 
! vector whose magnitude falls above a certain threshold
• Trade off diversity for image quality

“The effects of increasing truncation. From left to right, the threshold is set to 2, 1, 0.5, 0.04.”



BigGAN: Results
• Interpolation between ! with " held constant:



BigGAN: Results
• Interpolation between !, # pairs:



• Difficult classes:

BigGAN: Results



Outline
• Progressive GAN
• StyleGAN
• GAN-based image editing applications
• Self-attention GAN, BigGAN
• StyleGAN-XL, GigaGAN, StyleGAN-T



StyleGAN-XL

A. Sauer et al. StyleGAN-XL: Scaling StyleGAN to Large Diverse Datasets. SIGGRAPH 2022

https://sites.google.com/view/stylegan-xl/


Disclaimer

https://xkcd.com/1838/

https://xkcd.com/1838/


StyleGAN-XL: Details
• Generator based on StyleGAN3 with progressive growing and 

3x more parameters



StyleGAN-XL: Details

A. Sauer et al. Projected GANs Converge Faster. NeurIPS 2021

• Generator based on StyleGAN3 with progressive growing and 
3x more parameters

• Discriminator based on projected GANs
• Recall the standard GAN objective:

! ",$ = &'~)*+,+ log$(1) + &4~)log(1 − $ "(7) )
• Projected GAN objective introduces multiple discriminators operating on 

projections 89 from a fixed pre-trained feature space:

! ",$ = ∑9 &'~)*+,+ log$9(89 1 ) + &4~)log(1 − $9(89 "(7) )
• Each 89 returns a feature map of a different resolution by applying random 

cross-channel mixing and cross-scale mixing to a pre-trained network

https://arxiv.org/pdf/2111.01007.pdf


StyleGAN-XL: Details

A. Sauer et al. Projected GANs Converge Faster. NeurIPS 2021

Cross-channel mixing 
(CCM)

Cross-scale mixing 
(CSM)

https://arxiv.org/pdf/2111.01007.pdf


StyleGAN-XL: Details
• Generator based on StyleGAN3 with progressive growing 

and 3x more parameters
• Discriminator based on projected GANs
• Both generator and discriminator are conditioned on pre-

trained class embedding vectors
• Classifier guidance: add cross-entropy loss of pre-trained 

classifier to the generator objective to encourage output of 
classifier to have high probability for correct class



StyleGAN-XL: Details



StyleGAN-XL: Results



Text-to-image synthesis: GigaGAN

M. Kang et al. Scaling up GANs for Text-to-Image Synthesis. CVPR 2023

https://mingukkang.github.io/GigaGAN/


GigaGAN: Generator
• Goal: catch up to diffusion models by training a GAN for text-

to-image generation on 2B images from the LAION dataset
• 1B parameters, 6x larger than StyleGAN-XL, but smaller than 

diffusion models (Imagen: 3B, DALL-E 2: 5.5B, Parti: 20B)
• First generate at 64x64 resolution, then upsample to 512x512 

using a separate network
• Architecture based on StyleGAN2, but with self-attention 

layers and sample-adaptive convolution kernel selection

https://laion.ai/


GigaGAN: Generator



CLIP: Contrastive Language-Image Pretraining

A. Radford et al., Learning Transferable Visual Models From Natural Language Supervision, ICML 2021
https://openai.com/blog/clip/

Contrastive objective: in a batch of 
N image-text pairs, classify each 
text string to the correct image and 
vice versa

https://arxiv.org/pdf/2103.00020.pdf
https://openai.com/blog/clip/


CLIP: Contrastive Language-Image Pretraining

A. Radford et al., Learning Transferable Visual Models From Natural Language Supervision, ICML 2021
https://openai.com/blog/clip/

https://arxiv.org/pdf/2103.00020.pdf
https://openai.com/blog/clip/


GigaGAN: Generator



GigaGAN: Discriminator



GigaGAN: Discriminator

• Multiple loss terms:
• Standard adversarial loss (NSGAN)

• Matching-aware loss where image is paired with random 
conditioning vector and discriminator is encouraged to label the pair 
as “fake”

• CLIP contrastive loss: enforce high image-text similarity using pre-
trained image and text encoders

• “Vision-aided loss” similar to projected GAN



GigaGAN: Style mixing



GigaGAN: Prompt interpolation



GigaGAN: Prompt mixing



GigaGAN: Comparison with diffusion models



GigaGAN: Comparison with diffusion models



GigaGAN: Comparison with diffusion models



GigaGAN: Comparison with diffusion models



GigaGAN: Quantitative evaluation
Image quality 

measure
Image-text 
coherence 
measure



GigaGAN: Quantitative evaluation

“While our model can be 
optimized to better match the 
feature distribution of real images 
than existing models, the quality 
of the generated images is not 
necessarily better… We 
acknowledge that this may 
represent a corner case of zero-
shot FID on COCO2014 dataset 
and suggest that further research 
on a better evaluation metric is 
necessary to improve text-to-
image models.”



StyleGAN-T

A. Sauer et al. StyleGAN-T: Unlocking the Power of GANs for Fast Large-Scale Text-to-Image 
Synthesis. arXiv 2023

https://arxiv.org/pdf/2301.09515.pdf


StyleGAN-T
• Attempt to extend StyleGAN-XL to text-to-image generation 
• Backbone dropped down to StyleGAN2, numerous 

modifications to incorporate image-text conditioning 
• 1B parameter model
• Achieves FID-30K of 13.9 – compared to 9.09 for GigaGAN



StyleGAN-T


