
CS 444: Deep Learning for Computer Vision

D. Hockney, Pool with two figures, 1972

https://slazebni.cs.illinois.edu/spring24/
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Overview
• Logistics
• Motivation: The statistical learning viewpoint
• A taxonomy of learning problems
• Topics to be covered in class



How can we build an agent to…

Recognize object categories?

Play chess?

Fly a drone?

Translate between languages?



How can we build an agent to achieve expertise?
• Good old-fashioned AI (GOFAI) answer: 

Program expertise into the agent

Y. Ohta, T. Kanade and T. Sakai. An Analysis System for Scenes Containing objects with Substructures. Proc. of the Fourth International Joint 
Conference on Pattern Recognition, pp. 752-754, 1978

http://www.cs.cmu.edu/~efros/courses/LBMV09/newpapers/OhtaKanadeSakai1978.pdf
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• Good old-fashioned AI (GOFAI) answer: 

Program expertise into the agent
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• Though not without exceptions…

https://www.newyorker.com/tech/annals-of-technology/the-pastry-
ai-that-learned-to-fight-cancer
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How can we build an agent to achieve expertise?
• Good old-fashioned AI (GOFAI) answer: 

Program expertise into the agent

• Modern answer: Program into the agent the ability to 
improve performance based on experience
• Performance needs to be quantified using some score or metric 

(loss, reward, etc.)
• Experience comes from training data or demonstrations
• Improvement results from the learning algorithm
• Leap of faith: agent that can achieve good performance on training 

data will generalize to never-before-seen inputs



Inference

The basic statistical learning framework

Training
Training 

time

Test time

Test sample

Learned 
model

Learned 
model

Training examples
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“pear”

“tomato”

“cow”

“dog”
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Prediction

“apple”
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Taxonomy of learning problems
• Type of output

• Classification
• Regression
• Structured prediction
• Dense prediction
• Multi-modal prediction

• Type of supervision
• Fully supervised
• Unsupervised 
• Self-supervised or predictive 

learning

• Training regime
• Batch offline learning
• Online/continual learning
• Active learning
• Reinforcement learning



Type of output: Classification
ImageNet Large-Scale Visual Recognition Challenge (ILSVRC)

http://www.image-net.org/challenges/LSVRC/


Type of output: Regression

Vo et al. (2017)
Vittayakorn et al. (2017)

Date prediction Location prediction

Age estimation

Figure source

https://arxiv.org/pdf/1705.04838.pdf
http://www.tamaraberg.com/papers/sirion_wacv2017.pdf
https://www.researchgate.net/publication/336955775_Age_Estimation_in_Make-up_Cosmetics_Using_Color_and_Depth_Images


Type of output: Dense prediction

Zhang et al. (2016)

Wang et al. (2017)

Image colorization

Depth prediction

Semantic segmentation

Long et al. (2016)

https://richzhang.github.io/colorization/
https://arxiv.org/pdf/1712.00175.pdf
https://arxiv.org/pdf/1411.4038.pdf


Type of output: Structured prediction

Karpathy & Fei-Fei (2015)

Image descriptionObject detection

cat: 0.8

dog: 0.55

https://cs.stanford.edu/people/karpathy/deepimagesent/


Dense + structured prediction

K. He, G. Gkioxari, P. Dollar, and R. Girshick, Mask R-CNN, ICCV 2017

Keypoint detectionObject detection + instance segmentation

https://research.fb.com/wp-content/uploads/2017/08/maskrcnn.pdf
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Multi-modal prediction

J. Lu et al. Unified-IO: A Unified Model for Vision, Language, and Multi-Modal Tasks. ICLR 2023

https://unified-io.allenai.org/


Multi-modal prediction

S. Menon et al. ViperGPT: Visual Inference via Python Execution for Reasoning. ICCV 2023

https://arxiv.org/pdf/2303.08128.pdf
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Type of supervision
• Traditional (over-simplified) dichotomy

Unsupervised 
learning: no labels

Supervised learning: 
clean, complete training 

labels for the task of 
interest

“apple”

“pear”

“tomato”

“cow”

“dog”

“horse”



Unsupervised learning
• Given: large collection of unlabeled data
• Goal: ???

Image source

https://pixabay.com/photos/photo-collection-pictures-photos-382018/


Unsupervised learning
• Clustering

• Discover groups of “similar” data points

Y. Gong, Q. Ke, M. Isard, and S. Lazebnik. A Multi-View 
Embedding Space for Modeling Internet Images, Tags, and Their 

Semantics. IJCV 2014

http://slazebni.cs.illinois.edu/publications/yunchao_cca13.pdf
http://slazebni.cs.illinois.edu/publications/yunchao_cca13.pdf
http://slazebni.cs.illinois.edu/publications/yunchao_cca13.pdf


• Dimensionality reduction, manifold learning
• Discover a lower-dimensional surface on which the data lives

Unsupervised learning

D. Kingma and M. Welling, Auto-Encoding Variational Bayes, ICLR 2014

https://arxiv.org/pdf/1312.6114.pdf


Unsupervised learning
• Learning the data distribution

• Density estimation: Find a function that approximates the probability 
density of the data (i.e., value of the function is high for “typical” 
points and low for “atypical” points)

• An extremely hard problem for high-dimensional data…



Unsupervised learning
• Learning the data distribution

• Learning to sample: Produce samples from a data distribution that 
mimics the training set

Generative adversarial networks (GANs)

Image source

https://arxiv.org/abs/1511.06434
https://medium.datadriveninvestor.com/deep-convolutional-generative-adversarial-networks-dcgans-3176238b5a3d
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Unsupervised learning
• Learning the data distribution

• Learning to sample: Produce samples from a data distribution that 
mimics the training set

Denoising diffusion probabilistic models (DDPMs)

Source: DALL-E 2

https://hojonathanho.github.io/diffusion/
https://cdn.openai.com/papers/dall-e-2.pdf


Self-supervised or predictive learning
• Use part of the data to predict other parts of the data

• Example: Image colorization

R. Zhang et al., Colorful Image Colorization, ECCV 2016

http://richzhang.github.io/colorization/


Self-supervised or predictive learning
• Use part of the data to predict other parts of the data

• Example: Future prediction

C. Finn and S. Levine. Deep Visual Foresight for Planning 
Robot Motion. ICRA 2017. YouTube video

J. Walker et al. An Uncertain Future: Forecasting from 
Static Images Using Variational Autoencoders. ECCV 2016

https://arxiv.org/pdf/1610.00696.pdf
https://arxiv.org/pdf/1610.00696.pdf
https://www.youtube.com/watch?v=6k7GHG4IUCY
http://arxiv.org/pdf/1606.07873.pdf
http://arxiv.org/pdf/1606.07873.pdf


Self-supervised or predictive learning
• Use part of the data to predict other parts of the data

• Example: Grasp prediction

L. Pinto and A. Gupta. Supersizing self-supervision: Learning to grasp from 50K tries and 700 robot hours. ICRA 2016

https://arxiv.org/pdf/1509.06825.pdf


Self-supervised or predictive learning
• Use part of the data to predict other parts of the data

• Example: Next/masked word prediction

Figure source

https://towardsdatascience.com/understanding-masked-language-models-mlm-and-causal-language-models-clm-in-nlp-194c15f56a5


Self-supervised or predictive learning
• Use part of the data to predict other parts of the data

• Example: Masked patch prediction

K. He et al. Masked autoencoders are scalable vision learners. CVPR 2022

https://arxiv.org/pdf/2111.06377.pdf


Taxonomy of learning problems
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Training regime

Training
Offline 

learning
Learned 
model

Training dataset
“apple”

“pear”

“tomato”

“cow”

“dog”

“horse”

Process the entire training set 
(typically in multiple passes)

Challenges: static dataset, high 
storage, memory requirements



Training regime

Training
Transfer 
learning

Pre-trained 
model

Pre-training dataset

Fine-
tuning

Fine-tuned 
model

New dataset



Training regime

Update 
model

Online 
learning, 
continual 
learning

Learned 
model

Stream of training data
Update model based on continuous 

stream of data, do not revisit 
samples

……

Challenges: changes in the data 
distribution, catastrophic forgetting



Training regime

Update 
model

Active 
learning

Learned 
model

Model asks for next training example, annotation

……
Pool of potential 

training examples

Challenges: scalability, availability 
of annotators, difficulty of 

evaluation



Today’s trend: Data engines

A. Kirilllov et al. Segment anything. ICCV 2023

Task: Promptable 
segmentation

Data engine

https://arxiv.org/pdf/2304.02643.pdf


Today’s trend: Data engines

A. Kirilllov et al. Segment anything. ICCV 2023

• Data engine steps:
1. Pre-training using public datasets
2. Assisted manual stage: interactive 

segmentation with SAM assisting 
annotators

3. Semi-automatic stage: SAM 
generates confident masks, 
annotators add masks to improve 
diversity

4. Fully automatic stage: SAM 
generates ~100 masks per image 
starting with a grid of points

Data engine

https://arxiv.org/pdf/2304.02643.pdf


Reinforcement learning
• Learning for an agent that can affect the world through 

actions  

Figure source

Agent World

Update 
policy

https://medium.com/@m.k.daaboul/dealing-with-sparse-reward-environments-38c0489c844d


Reinforcement learning: Examples

Sensorimotor learning

DeepMind’s AlphaGo DeepMind's Atari system

http://arxiv.org/pdf/1504.00702
https://deepmind.com/research/case-studies/alphago-the-story-so-far
http://arxiv.org/abs/1312.5602


Sensorimotor learning

A. Agarwal, A. Kumar, J. Malik, and D. Pathak. Legged Locomotion in Challenging Terrains 
using Egocentric Vision. CoRL 2022

https://vision-locomotion.github.io/
https://vision-locomotion.github.io/
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Topics to be covered in class
ML basics, linear classifiers Multilayer neural networks, backpropagation Convolutional networks for classification

Models for sequence data
Deep reinforcement learning

Generative models: GANs, image-to-image 
translation, diffusion models

Transformers, large language models, 
transformers for vision

Networks for detection, dense prediction Self-supervised learning


