
Transformers for image modeling



Self-attention for images: SAGAN
• Idea: self-attention produces adaptive receptive fields that 

can better capture non-local structure 

H. Zhang, I. Goodfellow, D. Metaxas, A. Odena. Self-Attention Generative Adversarial Networks. ICML 2019

https://arxiv.org/pdf/1805.08318.pdf
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Image-text cross-attention in diffusion models
• Text prompt is encoded by a language model and injected into 

the denoising U-Net using cross-attention

Image source

Conditioning information: 
text c, time t

𝝐𝜽(𝐱" , 𝐜, 𝑡)

https://arxiv.org/pdf/2208.01626.pdf
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Transformers for image modeling: Outline
• Architectures
• Self-supervised learning
• Autoregressive text-to-image generation
• Trends



Image GPT – OpenAI

M. Chen et al., Generative pretraining from pixels, ICML 2020

https://openai.com/blog/image-gpt/

https://cdn.openai.com/papers/Generative_Pretraining_from_Pixels_V2.pdf
https://openai.com/blog/image-gpt/


Image GPT

M. Chen et al., Generative pretraining from pixels, ICML 2020

• Image resolution up to 64x64, color values quantized to 512 
levels (9 bits), dense attention

• For transfer learning, average-pool encoded features across 
all positions 

https://cdn.openai.com/papers/Generative_Pretraining_from_Pixels_V2.pdf


Image GPT

M. Chen et al., Generative pretraining from pixels, ICML 2020

https://cdn.openai.com/papers/Generative_Pretraining_from_Pixels_V2.pdf


• Split an image into patches, feed linearly projected patches into 
standard transformer encoder
• With patches of 14x14 pixels, you need 16x16=256 patches to represent 224x224 images

Vision transformer (ViT) – Google

A. Dosovitskiy et al. An image is worth 16x16 words: Transformers for image recognition at scale. ICLR 2021

https://arxiv.org/pdf/2010.11929.pdf


Vision transformer (ViT)

BiT: Big Transfer (ResNet)
ViT: Vision Transformer (Base/Large/Huge, 
patch size of 14x14, 16x16, or 32x32)

Internal Google dataset (not public)

A. Dosovitskiy et al. An image is worth 16x16 words: Transformers for image recognition at scale. ICLR 2021

• Trained in a supervised fashion, fine-tuned on ImageNet

https://arxiv.org/pdf/1912.11370.pdf
https://ai.googleblog.com/2017/07/revisiting-unreasonable-effectiveness.html
https://arxiv.org/pdf/2010.11929.pdf


Hierarchical transformer: Swin

Z. Liu et al. Swin Transformer: Hierarchical Vision Transformer using Shifted Windows. ICCV 2021

https://openaccess.thecvf.com/content/ICCV2021/papers/Liu_Swin_Transformer_Hierarchical_Vision_Transformer_Using_Shifted_Windows_ICCV_2021_paper.pdf
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https://openaccess.thecvf.com/content/ICCV2021/papers/Liu_Swin_Transformer_Hierarchical_Vision_Transformer_Using_Shifted_Windows_ICCV_2021_paper.pdf


Swin results
COCO detection and segmentation



Hybrid of CNNs and transformers

T. Xiao et al. Early convolutions help transformers see better. NeurIPS 2021

https://papers.nips.cc/paper/2021/file/ff1418e8cc993fe8abcfe3ce2003e5c5-Paper.pdf


Outline
• Architectures
• Self-supervised learning



Masked autoencoders

K. He et al. Masked autoencoders are scalable vision learners. CVPR 2022

https://arxiv.org/pdf/2111.06377.pdf


Masked autoencoders

K. He et al. Masked autoencoders are scalable vision learners. CVPR 2022

https://arxiv.org/pdf/2111.06377.pdf


Masked autoencoders: Results

K. He et al. Masked autoencoders are scalable vision learners. CVPR 2022

https://arxiv.org/pdf/2111.06377.pdf


Application: Visual prompting

A. Bar et al. Visual prompting via image inpainting. NeurIPS 2022

https://yossigandelsman.github.io/visual_prompt/index.html
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Application: Visual prompting



DINO: Self-distillation with no labels

M. Caron et al. Emerging Properties in Self-Supervised Vision Transformers. ICCV 2021

https://openaccess.thecvf.com/content/ICCV2021/papers/Caron_Emerging_Properties_in_Self-Supervised_Vision_Transformers_ICCV_2021_paper.pdf
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Outline
• Architectures
• Self-supervised learning
• Autoregressive text-to-image generation



DALL-E
• Learn a joint sequential transformer model that can be used to generate 

image based on text prompt

A. Ramesh et al., Zero-Shot Text-to-Image Generation, arXiv 2021
https://openai.com/blog/dall-e/

https://arxiv.org/pdf/2102.12092.pdf
https://openai.com/blog/dall-e/


DALL-E: Image encoding
• Train convolutional encoder and decoder to compress images to 32x32 

grids of discrete tokens (each assuming 8192 values)



DALL-E: Transformer architecture and training
• Concatenate up to 256 text tokens with 32x32=1024 image tokens, 

learn a transformer model with 64 layers and 12B parameters
• Dataset: 250M image-text pairs from the Internet 
• Transformer model details

• Decoder-only architecture
• 64 self-attention layers, 
• 62 attention heads, 

sparse attention patterns
• Mixed-precision training, 

distributed optimization



DALL-E: Generating images given text
• Output samples reranked using CLIP



PARTI: Pathways auto-regressive text-to-image

J. Yu et al. Scaling Autoregressive Models for Content-Rich Text-to-Image Generation. arXiv 2022

https://arxiv.org/pdf/2206.10789.pdf
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Trends
• Architectures
• Unification of tasks, datasets, modalities: “foundation models”
• Availability of increasingly powerful and reliable high-level 

primitives



Beyond transformers?

I. Tolstikhin et al. MLP-Mixer: An all-MLP Architecture for Vision. NeurIPS 2021

https://papers.nips.cc/paper/2021/file/cba0a4ee5ccd02fda0fe3f9a3e7b89fe-Paper.pdf


Or completely back to CNNs?

Z. Liu et al. A ConvNet for the 2020s. CVPR 2022

https://openaccess.thecvf.com/content/CVPR2022/papers/Liu_A_ConvNet_for_the_2020s_CVPR_2022_paper.pdf
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Segment Anything Model

A. Kirillov et al. Segment Anything. arXiv 2023
https://segment-anything.com/

https://arxiv.org/pdf/2304.02643.pdf
https://segment-anything.com/


Visual Programming

T. Gupta and A. Kembhavi. Visual Programming: Compositional visual reasoning without training. CVPR 2023

https://arxiv.org/pdf/2211.11559.pdf


Visual Programming
• Modules supported in VisProg



Visual Programming
• Image editing with natural language



Visual Programming
• Reasoning about image pairs



Visual Programming
• Example results



ViperGPT

S. Menon et al. ViperGPT: Visual Inference via Python Execution for Reasoning. arXiv 2023

https://arxiv.org/pdf/2303.08128.pdf


ViperGPT



So, where does this leave us?



Computer vision before deep learning Computer vision now

Computer vision academics?


